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dr

Distance regression

Description

Conduct the distance regression with or without the adjustment of the covariates to detect the association between a distance matrix and some independent variants of interest.

Usage

```r
dr(
  simi.mat,
  null.space,
  x.mat,
  permute = TRUE,
  n.MonteCarlo = 1000,
  seed = NULL
)
```
Arguments

simi.mat: a similarity matrix among the subjects.
null.space: a numeric vector to show the column numbers of the null space in x.mat.
x.mat: the covariate matrix which combines the null space and the matrix of interest.
permute: logical. If TRUE, the Monte Carlo sampling is used without replacement; otherwise, with replacement. The default is TRUE.
n.MonteCarlo: the number of times for the Monte Carlo procedure. The default is 1000.
seed: if it is not NULL, set the random number generator state for random number generation. The default is NULL.

Details

The pseudo $F$ statistic based on the distance regression with or without the adjustment of the covariates detects the association between a distance matrix and some independent variants of interest. A distance matrix can be transformed into a similarity matrix easily.

Value

A list with class "htest" containing the following components:

- statistic: the observed value of the test statistic.
- p.value: the p-value for the test.
- alternative: a character string describing the alternative hypothesis.
- method: a character string indicating the type of test performed.
- data.name: a character string giving the names of the data.

Author(s)

Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples

```r
data(drS.eg)
null.space <- 1
x.mat <- matrix(c(rep(1, 600), rep(0, 200)), ncol=2)
dr(drS.eg, null.space, x.mat, permute = TRUE, n.MonteCarlo = 50, seed = NULL)
```

---

**drS.eg**

*A toy similarity matrix for dr*

---

Description

This data set is the toy similarity matrix among the subjects calculated from a toy genotype data set which contains of the genotypes of 400 subjects at 200 markers.

Usage

```r
data(drS.eg)
```

---

**eigenstrat**

*EIGENSTRAT for correcting for population stratification*

---

Description

Find the eigenvectors of the similarity matrix among the subjects used for correcting for population stratification in the population-based genetic association studies.

Usage

```r
eigenstrat(
  genoFile,
  outFile.Robj = "out.list",
  outFile.txt = "out.txt",
  rm.marker.index = NULL,
  rm.subject.index = NULL,
  miss.val = 9,
  num.splits = 10,
  topK = NULL,
  signt.eigen.level = 0.01,
  signal.outlier = FALSE,
  iter.outlier = 5,
  sigma.thresh = 6
)
```
Arguments

genoFile a txt file containing the genotypes (0, 1, 2, or 9). The element of the file in Row \( i \) and Column \( j \) represents the genotype at the \( i \)th marker of the \( j \)th subject. 0, 1, and 2 denote the number of risk alleles, and 9 (default) is for the missing genotype.

outFile.Robj the name of an R object for saving the list of the results which is the same as the return value of this function. The default is "out.list".

outFile.txt a txt file for saving the eigenvectors corresponding to the top significant eigenvalues.

rm.marker.index a numeric vector for the indices of the removed markers. The default is NULL.

rm.subject.index a numeric vector for the indices of the removed subjects. The default is NULL.

miss.val the number representing the missing data in the input data. The default is 9. The element 9 for the missing data in the genoFile should be changed according to the value of miss.val.

num.splits the number of groups into which the markers are split. The default is 10.

topK the number of eigenvectors to return. If NULL, it is calculated by the Tracy-Widom test. The default is NULL.

signt.eigen.level a numeric value which is the significance level of the Tracy-Widom test. It should be 0.05, 0.01, 0.005, or 0.001. The default is 0.01.

signal.outlier logical. If TRUE, delete the outliers of the subjects; otherwise, do not search for the outliers. The default is FALSE.

iter.outlier a numeric value that is the iteration time for finding the outliers of the subjects. The default is 5.

sigma.thresh a numeric value that is the lower limit for eliminating the outliers. The default is 6.

Details

Suppose that a total of \( n \) cases and controls are randomly enrolled in the source population and a panel of \( m \) single-nucleotide polymorphisms are genotyped. The genotype at a marker locus is coded as 0, 1, or 2, with the value corresponding to the copy number of risk alleles. All the genotypes are given in the form of a \( m \times n \) matrix, in which the element in the \( i \)th row and the \( j \)th column represents the genotype of the \( j \)th subject at the \( i \)th marker. This function calculates the top eigenvectors or the eigenvectors with significant eigenvalues of the similarity matrix among the subjects to infer the potential population structure. See also tw.

Value

eigenstrat returns a list, which contains the following components:

num.markers the number of markers excluding the removed markers.

num.subjects the number of subjects excluding the outliers.

rm.marker.index the indices of the removed markers.
eigenstrat

rm.subject.index the indices of the removed subjects.
TW.level the significance level of the Tracy-Widom test.
signal.outlier dealing with the outliers in the subjects or not.
iter.outlier the iteration time for finding the outliers.
sigma.thresh the lower limit for eliminating the outliers.
num.outliers the number of outliers.
outliers.index the indices of the outliers.
num.used.subjects the number of the used subjects.
used.subjects.index the indices of the used subjects.
similarity.matrix the similarity matrix among the subjects.
eigenvalues the eigenvalues of the similarity matrix.
eigenvectors the eigenvectors corresponding to the eigenvalues.
topK the number of significant eigenvalues.
TW.stat the observed values of the Tracy-Widom statistics.
topK.eigenvalues the top eigenvalues.
topK.eigenvectors the eigenvectors corresponding to the top eigenvalues.
runtime the running time of this function.

Author(s)
Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples
eigenstratG.eg <- matrix(rbinom(3000, 2, 0.5), ncol = 30)
write.table(eigenstratG.eg, file = "eigenstratG.eg.txt", quote = FALSE, 
sep = "", row.names = FALSE, col.names = FALSE)
eigenstrat(genoFile = "eigenstratG.eg.txt", outFile.Robj = "eigenstrat.result.list", 
outFile.txt = "eigenstrat.result.txt", rm.marker.index = NULL, 
rm.subject.index = NULL, miss.val = 9, num.splits = 10, 
topK = NULL, signt.eigen.level = 0.01, signal.outlier = FALSE, 
iter.outlier = 5, sigma.thresh = 6)
file.remove("eigenstratG.eg.txt", "eigenstrat.result.list", "eigenstrat.result.txt")
max3

*Maximum Test: maximum value of the three Cochran-Armitage trend tests under the recessive, additive, and dominant models*

**Description**

Conduct MAX3 (the maximal value of the three Cochran-Armitage trend tests derived for the recessive, additive, and dominant models) based on the trend tests without the adjustment of the covariates or based on the Wald tests with the adjustment of the covariates to test for the association between a single-nucleotide polymorphism and the binary phenotype.

**Usage**

```r
max3(
  y,          
  g,          
  covariates = NULL, 
  Score.test = TRUE, 
  Wald.test = FALSE, 
  rhombus.formula = FALSE
)
```

**Arguments**

- `y` a numeric vector of the observed trait values in which the `i`th element is for the `i`th subject. The elements should be 0 or 1.
- `g` a numeric vector of the observed genotype values (0, 1, or 2 denotes the number of risk alleles) in which the `i`th element is for the `i`th subject. The missing value is represented by NA. `g` has the same length as `y`.
- `covariates` a numeric matrix for the covariates used in the model. Each column is for one covariate. The default is NULL, that is, there are no covariates to be adjusted for.
- `Score.test` logical. If TRUE, the score tests are used. One of `Score.test` and `Wald.test` should be FALSE, and the other should be TRUE. The default is TRUE.
- `Wald.test` logical. If TRUE, the Wald tests are used. One of `Score.test` and `Wald.test` should be FALSE, and the other should be TRUE. The default is FALSE.
- `rhombus.formula` logical. If TRUE, the p-value for the MAX3 is approximated by the rhombus formula. If FALSE, the 2-fold integration is used to calculate the p-value. The default is FALSE.

**Details**

In an association study, the genetic inheritance models (recessive, additive, or dominant) are unknown beforehand. This function can account for the uncertainty of the underlying genetic models and test for the association between a single-nucleotide polymorphism and a binary phenotype with or without correcting for the covariates.
Value

A list with class "htest" containing the following components:

- **statistic**: the observed value of the test statistic.
- **p.value**: the p-value for the test.
- **alternative**: a character string describing the alternative hypothesis.
- **method**: a character string indicating the type of test performed.
- **data.name**: a character string giving the names of the data.

Author(s)

Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples

```r
y <- rep(c(0, 1), 5)
g <- sample(c(0, 1, 2), 10, replace = TRUE)
max3(y, g, covariates = NULL, Score.test = TRUE, Wald.test = FALSE, rhombus.formula = FALSE)
max3(y, g, covariates = matrix(sample(c(0,1), 20, replace = TRUE), ncol=2), Score.test = TRUE, Wald.test = FALSE, rhombus.formula = FALSE)
```

description

NMAX3 based on the maximum value of the three nonparametric trend tests under the recessive, additive, and dominant models

Description

Test for the association between a biallelic SNP and a quantitative trait using the maximum value of the three nonparametric trend tests derived for the recessive, additive, and dominant models. It is a robust procedure against the genetic models.

Usage

```r
nmax3(y, g)
```
Arguments

\( y \)

a numeric vector of the observed quantitative trait values in which the \( i \)th element is the trait value of the \( i \)th subject.

\( g \)

a numeric vector of the observed genotype values (0, 1, or 2 denotes the number of risk alleles) in which the \( i \)th element is the genotype value of the \( i \)th subject for a biallelic SNP. \( g \) has the same length as \( y \).

Details

Under the null hypothesis of no association, the vector of the three nonparametric tests under the recessive, additive, and dominant models asymptotically follows a three-dimensional normal distribution. The p-value can be calculated using the function `pmvnorm` in the R package "mvtnorm".

This test is different from the MAX3 test using in the function `max3`. On one hand, the NMAX3 applies to the quantitative traits association studies. However, the MAX3 is used in the case-control association studies. On the other hand, the NMAX3 is based on the nonparametric trend test. However, the MAX3 is based on the Cochran-Armitage trend test.

Value

A list with class "htest" containing the following components:

- `statistic`
  the observed value of the test statistic.
- `p.value`
  the p-value for the test.
- `alternative`
  a character string describing the alternative hypothesis.
- `method`
  a character string indicating the type of test performed.
- `data.name`
  a character string giving the names of the data.

Author(s)

Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples

g <- rbinom(1500, 2, 0.3)
y <- 0.5 + 0.25 * g + rgev(1500, 0, 0, 5)
nmax3(y, g)

npt

Nonparametric trend test based on the nonparametric risk under a
given genetic model

Description

Test for the association between a genetic variant and a non-normal distributed quantitative trait based on the nonparametric risk under a specific genetic model.

Usage

npt(y, g, varphi)

Arguments

y a numeric vector of the observed quantitative trait values in which the \( i \)th element corresponds to the trait value of the \( i \)th subject.

g a numeric vector of the observed genotype values (0, 1, or 2 denotes the number of risk alleles) in which the \( i \)th element is the genotype value of the \( i \)th subject for a biallelic SNP. \( g \) has the same length as \( y \).

varphi a numeric value which represents the genetic model. It should be 0, 0.5, or 1, which indicates that the calculation is performed under the recessive, additive, or dominant model, respectively.

Details

For a non-normal distributed quantitative trait, three genetic models (recessive, additive and dominant) used commonly are defined in terms of the nonparametric risk (NR). The recessive, additive, and dominant models can be classified based on the nonparametric risks. More specifically, the recessive, additive, and dominant models refer to \( NR_{20} > NR_{10} = 1/2, NR_{12} = NR_{10} > 1/2, \) and \( NR_{10} = NR_{20} > 1/2, \) respectively, where \( NR_{10} \) and \( NR_{20} \) are the nonparametric risks of the groups with the genotypes 1 and 2 relative to the group with the genotype 0, respectively, and \( NR_{12} \) is the nonparametric risk of the group with the genotype 2 relative to the group with the genotype 1. 

varphi can be 0, 0.5, or 1 for the recessive, additive, or dominant model, respectively. When \( varphi = 0 \), the test is constructed under the recessive model by pooling together the subjects with the genotypes 0 and 1. Similarly, \( varphi = 1 \) for the dominant model by pooling together the subjects with the genotypes 1 and 2. When \( varphi = 0.5 \), the test is based on the weighted sum of \( NR_{10} \) and \( NR_{12} \).

Value

A list with class "htest" containing the following components:
pcoc

statistic  the observed value of the test statistic.
p.value   the p-value for the test.
alternative a character string describing the alternative hypothesis.
method    a character string indicating the type of test performed.
data.name  a character string giving the names of the data.

Author(s)

Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples

g <- rbinom(1500, 2, 0.3)
y <- 0.5 + 0.25 * g + rgev(1500, 0, 0, 5)
npt(y, g, 0.5)

---

**pcoc**  
*PCoC for correcting for population stratification*

Description

Identify the clustered and continuous patterns of the genetic variation using the PCoC, which calculates the principal coordinates and the clustering of the subjects for correcting for PS.

Usage

```r
pcoc(
genoFile,
outFile.txt = "pcoc.result.txt",
n.MonteCarlo = 1000,
num.splits = 10,
miss.val = 9
)
```
Arguments

- **genoFile**: a txt file containing the genotypes (0, 1, 2, or 9). The element of the file in Row \(i\) and Column \(j\) represents the genotype at the \(i^{th}\) marker of the \(j^{th}\) subject. 0, 1, and 2 denote the number of risk alleles, and 9 (default) is for the missing genotype.

- **outFile.txt**: a txt file for saving the result of this function. The default is "pcoc.result.txt".

- **n.MonteCarlo**: the number of times for the Monte Carlo procedure. The default is 1000.

- **num.splits**: the number of groups into which the markers are split. The default is 10.

- **miss.val**: the number representing the missing data in the input data. The default is 9. The element 9 for the missing data in the genoFile should be changed according to the value of miss.val.

Details

The hidden population structure is a possible confounding effect in the large-scale genome-wide association studies. Cases and controls might have systematic differences because of the unrecognized population structure. The PCoC procedure uses the techniques from the multidimensional scaling and the clustering to correct for the population stratification. The PCoC could be seen as an extension of the EIGENSTRAT.

Value

A list of principal.coordinates and cluster. principal.coordinates is the principal coordinates and cluster is the clustering of the subjects. If the number of clusters is only one, cluster is omitted.

Author(s)

Lin Wang, Wei Zhang, and Qizhai Li.

References


Examples

```r
coccoG.eg <- matrix(rbinom(4000, 2, 0.5), ncol = 40)
write.table(coccoG.eg, file = "coccoG.eg.txt", quote = FALSE,
            sep = " ", row.names = FALSE, col.names = FALSE)
cocco(genoFile = "coccoG.eg.txt", outFile.txt = "cocco.result.txt",
      n.MonteCarlo = 50, num.splits = 10, miss.val = 9)
file.remove("coccoG.eg.txt", "cocco.result.txt")
```
Description

Conduct the single-marker test in an association study to test for the association between the genotype at a biallelic marker and a trait.

Usage

smt(
  y,
  g,
  covariates = NULL,
  min.count = 5,
  missing.rate = 0.2,
  y.continuous = FALSE
)

Arguments

y  a numeric vector of the observed trait values in which the \( i \)th element is for the \( i \)th subject. The elements could be discrete (0 or 1) or continuous. The missing value is represented by NA.

g  a numeric vector of the observed genotype values (0, 1, or 2 denotes the number of risk alleles) in which the \( i \)th element is for the \( i \)th subject. The missing value is represented by NA. g has the same length as y.

covariates an optional data frame, list or environment containing the covariates used in the model. The default is NULL, that is, there are no covariates.

min.count a critical value to decide which method is used to calculate the p-value when the trait is discrete and covariates = NULL. If the minimum number of the elements given a specific trait value and a specific genotype value is less than min.count, the Fisher’s exact test is adopted; otherwise, the Wald test is adopted. The default is 5.

missing.rate the highest missing value rate of the genotype values that this function can tolerate. The default is 0.2.

y.continuous logical. If TRUE, y is continuous; otherwise, y is discrete. The default is FALSE.

Details

Single-marker analysis is a core in many gene-based or pathway-based procedures, such as the truncated p-value combination and the minimal p-value.
Value

`smt` returns a list with class "htest".

If y is continuous, the list contains the following components:
statistic
the observed value of the test statistic.
p.value
the p-value for the test.
alternative
a character string describing the alternative hypothesis.
method
a character string indicating the type of test performed.
data.name
a character string giving the names of the data.
sample.size
a vector giving the numbers of the subjects with the genotypes 0, 1, and 2 (n0, n1, and n2, respectively).

If y is discrete, the list contains the following components:

statistic
the observed value of the test statistic.
p.value
the p-value for the test.
alternative
a character string describing the alternative hypothesis.
method
a character string indicating the type of test performed.
data.name
a character string giving the names of the data.
sample.size
a vector giving
the number of subjects with the trait value 1 and the genotype 0 (r0),
the number of subjects with the trait value 1 and the genotype 1 (r1),
the number of subjects with the trait value 1 and the genotype 2 (r2),
the number of subjects with the trait value 0 and the genotype 0 (s0),
the number of subjects with the trait value 0 and the genotype 1 (s1),
and the number of subjects with the trait value 0 and the genotype 2 (s2).
bad.obs
a vector giving the number of missing genotype values with the trait value 1 (r.miss), the number of missing genotype values with the trait value 0 (s.miss), and the total number of the missing genotype values (n.miss).

Author(s)
Lin Wang, Wei Zhang, and Qizhai Li.

References
**Examples**

```r
y <- rep(c(0, 1), 25)
g <- sample(c(0, 1, 2), 50, replace = TRUE)
smt(y, g, covariates = NULL, min.count=5,
    missing.rate=0.20, y.continuous = FALSE)
```

---

**tw**

*Tracy-Widom test*

**Description**

Find the significant eigenvalues of a matrix.

**Usage**

```r
tw(eigenvalues, eigenL, criticalpoint = 2.0234)
```

**Arguments**

- `eigenvalues` a numeric vector whose elements are the eigenvalues of a matrix. The values should be sorted in the descending order.
- `eigenL` the number of eigenvalues.
- `criticalpoint` a numeric value corresponding to the significance level. If the significance level is 0.05, 0.01, 0.005, or 0.001, the `criticalpoint` should be set to be 0.9793, 2.0234, 2.4224, or 3.2724, accordingly. The default is 2.0234.

**Value**

A list with class "htest" containing the following components:

- `statistic` a vector of the Tracy-Widom statistics.
- `alternative` a character string describing the alternative hypothesis.
- `method` a character string indicating the type of test performed.
- `data.name` a character string giving the name of the data.
- `SigntEigenL` the number of significant eigenvalues.

**Author(s)**

Lin Wang, Wei Zhang, and Qizhai Li.
References


A Bejan. Largest eigenvalues and sample covariance matrices. *MSc Dissertation, the university of Warwick*. 2005. (This function was written by A Bejan and publicly downloadable.)

Examples

```r
tw(eigenvalues = c(5, 3, 1, 0), eigenL = 4, criticalpoint = 2.0234)
```
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