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**mlr_learners_classif.cv_glmnet**

*GLM with Elastic Net Regularization Classification Learner*

**Description**
Generalized linear models with elastic net regularization. Calls `glmnet::cv.glmnet()` from package `glmnet`.

**Dictionary**
This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("classif.cv_glmnet")
lrn("classif.cv_glmnet")
```

**Super classes**

`mlr3::Learner` -> `mlr3::LearnerClassif` -> LearnerClassifCVGlmnet

**Methods**

**Public methods:**

- `LearnerClassifCVGlmnet$new()`
- `LearnerClassifCVGlmnet$clone()`

**Method `new()`**: Creates a new instance of this R6 class.

**Usage:**

```r
LearnerClassifCVGlmnet$new()
```

**Method `clone()`**: The objects of this class are cloneable with this method.

**Usage:**

```r
LearnerClassifCVGlmnet$clone(deep = FALSE)
```

**Arguments:***

- `deep` Whether to make a deep clone.
References


See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("glmnet")) {
  learner = mlr3::lrn("classif.cv_glmnet")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_classif.glmnet**

*GLM with Elastic Net Regularization Classification Learner*

Description

Generalized linear models with elastic net regularization. Calls `glmnet::glmnet()` from package `glmnet`.

Caution: This learner is different to _glmnet in that it does not use the internal optimization of lambda. The parameter needs to be tuned by the user. Essentially, one needs to tune parameter `s` which is used at predict-time.

See https://stackoverflow.com/questions/50995525/ for more information.

Dictionary

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("classif.glmnet")
```

Super classes

```r
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifGlmnet
```
**Methods**

**Public methods:**
- `LearnerClassifGlmnet$new()`
- `LearnerClassifGlmnet$clone()`

**Method new():** Creates a new instance of this R6 class.

*Usage:*
```
LearnerClassifGlmnet$new()
```

**Method clone():** The objects of this class are cloneable with this method.

*Usage:*
```
LearnerClassifGlmnet$clone(deep = FALSE)
```

*Arguments:*
- `deep` Whether to make a deep clone.

**References**


**See Also**

Dictionary of Learners: `mlr3::mlr_learners`

**Examples**

```r
if (requireNamespace("glmnet")) {
  learner = mlr3::lrn("classif.glmnet")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mldr_learners_classif.kknn**

*k-Nearest-Neighbor Classification Learner*

**Description**

k-Nearest-Neighbor classification. Calls `kknn::kknn()` from package `kknn`. 
Dictionary

This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

```r
mlr_learners$get("classif.kknn")
lrn("classif.kknn")
```

Super classes

```r
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifKKNN
```

Methods

Public methods:

- `LearnerClassifKKNN$new()`
- `LearnerClassifKKNN$clone()`

Method `new()`: Creates a new instance of this R6 class.

Usage:

```r
LearnerClassifKKNN$new()
```

Method `clone()`: The objects of this class are cloneable with this method.

Usage:

```r
LearnerClassifKKNN$clone(deep = FALSE)
```

Arguments:

depth Whether to make a deep clone.

References


See Also

Dictionary of Learners: mlr3::mlr_learners
Examples
if (requireNamespace("kknn")) {
  learner = mlr3::lrn("classif.kknn")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}

---

**mlr_learners_classif.lda**

*Linear Discriminant Analysis Classification Learner*

Description
Linear discriminant analysis. Calls `MASS::lda()` from package *MASS*.

Details
Parameters method and prior exist for training and prediction but accept different values for each. Therefore, arguments for the predict stage have been renamed to predict.method and predict.prior, respectively.

Dictionary
This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("classif.lda")
lrn("classif.lda")
```

Super classes
```
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifLDA
```

Methods

Public methods:
- LearnerClassifLDA$new()
- LearnerClassifLDA$clone()

Method `new()`: Creates a new instance of this R6 class.
*Usage:*
LearnerClassifLDA$new()

Method `clone()`: The objects of this class are cloneable with this method.
*Usage:*
LearnerClassifLDA$clone(deep = FALSE)

Arguments:
depth Whether to make a deep clone.

References

See Also
Dictionary of Learners: mlr3::mlr_learners

Examples
if (requireNamespace("MASS")) {
  learner = mlr3::lrn("classif.lda")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}

mlr_learners_classif.log_reg

Logistic Regression Classification Learner

Description
Classification via logistic regression. Calls stats::glm() with family set to "binomial". Argument model is set to FALSE.

Dictionary
This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

mlr_learners$get("classif.log_reg")
lrn("classif.log_reg")

Contrasts
To ensure reproducibility, this learner always uses the default contrasts:

- contr.treatment() for unordered factors, and
- contr.poly() for ordered factors.

Setting the option "contrasts" does not have any effect. Instead, set the respective hyperparameter or use mlr3pipelines to create dummy features.
Super classes

```
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifLogReg
```

Methods

**Public methods:**

- `LearnerClassifLogReg$new()`
- `LearnerClassifLogReg$clone()`

**Method** `new()`: Creates a new instance of this R6 class.

**Usage:**

`LearnerClassifLogReg$new()`

**Method** `clone()`: The objects of this class are cloneable with this method.

**Usage:**

`LearnerClassifLogReg$clone(deep = FALSE)`

**Arguments:**

- `deep` Whether to make a deep clone.

See Also

- Dictionary of Learners: `mlr3::mlr_learners`

Examples

```r
if (requireNamespace("stats")) {
  learner = mlr3::lrn("classif.log_reg")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_classif.multinom**

*Multinomial log-linear learner via neural networks*

Description


Dictionary

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("classif.multinom")
lrn("classif.multinom")
```
Super classes

\texttt{mlr3::Learner} -> \texttt{mlr3::LearnerClassif} -> \texttt{LearnerClassifMultinom}

Methods

Public methods:

- \texttt{LearnerClassifMultinom$new()}
- \texttt{LearnerClassifMultinom$clone()}

Method \texttt{new()}: Creates a new instance of this \texttt{R6} class.

\textit{Usage:}

\texttt{LearnerClassifMultinom$new()}

Method \texttt{clone()}: The objects of this class are cloneable with this method.

\textit{Usage:}

\texttt{LearnerClassifMultinom$clone(deep = FALSE)}

\textit{Arguments:}

- \texttt{deep} Whether to make a deep clone.

See Also

Dictionary of Learners: \texttt{mlr3::mlr_learners}

Examples

```r
if (requireNamespace("nnet")) {
  learner = mlr3::lrn("classif.multinom")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

\texttt{mlr_learners_classif.naive_bayes}

\textit{Naive Bayes Classification Learner}

Description

Naive Bayes classification. Calls \texttt{e1071::naiveBayes()} from package \texttt{e1071}.

Dictionary

This Learner can be instantiated via the dictionary \texttt{mlr_learners} or with the associated sugar function \texttt{lrn()}:

\texttt{mlr_learners$get("classif.naive_bayes")}
\texttt{lrn("classif.naive_bayes")}
Super classes

```
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifNaiveBayes
```

Methods

**Public methods:**

- `LearnerClassifNaiveBayes$new()`
- `LearnerClassifNaiveBayes$clone()`

**Method new():** Creates a new instance of this R6 class.

**Usage:**

```
LearnerClassifNaiveBayes$new()
```

**Method clone():** The objects of this class are cloneable with this method.

**Usage:**

```
LearnerClassifNaiveBayes$clone(deep = FALSE)
```

**Arguments:**

- `deep` Whether to make a deep clone.

See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("e1071")) {
  learner = mlr3::lrn("classif.naive_bayes")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_classif.qda**

*Quadratic Discriminant Analysis Classification Learner*

**Description**

Quadratic discriminant analysis. Calls `MASS::qda()` from package MASS.

**Details**

Parameters method and prior exist for training and prediction but accept different values for each. Therefore, arguments for the predict stage have been renamed to predict.method and predict.prior, respectively.
**Dictionary**

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("classif.qda")
lrn("classif.qda")
```

**Super classes**

```
mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifQDA
```

**Methods**

**Public methods:**

- `LearnerClassifQDA$new()`
- `LearnerClassifQDA$clone()`

**Method** `new()`: Creates a new instance of this R6 class.

*Usage:*

```r
LearnerClassifQDA$new()
```

**Method** `clone()`: The objects of this class are cloneable with this method.

*Usage:*

```r
LearnerClassifQDA$clone(deep = FALSE)
```

*Arguments:*

- `deep` Whether to make a deep clone.

**References**


**See Also**

Dictionary of Learners: `mlr3::mlr_learners`

**Examples**

```r
if (requireNamespace("MASS")) {
  learner = mlr3::lrn("classif.qda")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```
Description

Random classification forest. Calls \texttt{ranger::ranger()} from package \texttt{ranger}.

Dictionary

This \texttt{Learner} can be instantiated via the \texttt{dictionary mlr_learners} or with the associated sugar function \texttt{lrn()}:

\begin{verbatim}
mlr_learners$get("classif.ranger")
lrn("classif.ranger")
\end{verbatim}

Super classes

\texttt{mlr3::Learner} \rightarrow \texttt{mlr3::LearnerClassif} \rightarrow \texttt{LearnerClassifRanger}

Methods

\textbf{Public methods}:

- \texttt{LearnerClassifRanger$new()}
- \texttt{LearnerClassifRanger$importance()}
- \texttt{LearnerClassifRanger$oob_error()}
- \texttt{LearnerClassifRanger$clone()}

\textbf{Method new()}: Creates a new instance of this \texttt{R6} class.

\textit{Usage}:

\begin{verbatim}
LearnerClassifRanger$new()
\end{verbatim}

\textbf{Method importance():} The importance scores are extracted from the model slot \texttt{variable.importance}. Parameter \texttt{importance.mode} must be set to "impurity", "impurity_corrected", or "permutation"

\textit{Usage}:

\begin{verbatim}
LearnerClassifRanger$importance()
\end{verbatim}

\textit{Returns}: Named \texttt{numeric()}. 

\textbf{Method oob_error():} The out-of-bag error, extracted from model slot \texttt{prediction.error}.

\textit{Usage}:

\begin{verbatim}
LearnerClassifRanger$oob_error()
\end{verbatim}

\textit{Returns}: \texttt{numeric(1)}. 

\textbf{Method clone():} The objects of this class are cloneable with this method.

\textit{Usage}:

\begin{verbatim}
LearnerClassifRanger$clone(deep = FALSE)
\end{verbatim}

\textit{Arguments}:

- \texttt{deep} Whether to make a deep clone.
References


See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("ranger")) {
  learner = mlr3::lrn("classif.ranger")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

mlr_learners_classif.svm

Support Vector Machine

Description

A learner for a classification support vector machine implemented in e1071::svm().

Dictionary

This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

```r
mlr_learners$get("classif.svm")
lrn("classif.svm")
```

Super classes

mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifSVM

Methods

Public methods:

- LearnerClassifSVM$new()
- LearnerClassifSVM$clone()

Method new(): Creates a new instance of this R6 class.
Usage:
LearnerClassifSVM$new()

Method clone(): The objects of this class are cloneable with this method.

Usage:
LearnerClassifSVM$clone(deep = FALSE)

Arguments:
deepp Whether to make a deep clone.

References

See Also
Dictionary of Learners: mlr3::mlr_learners

Examples
if (requireNamespace("e1071")) {
  learner = mlr3::lrn("classif.svm")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}

mlr_learners_classif.xgboost

Extreme Gradient Boosting Classification Learner

Description
eXtreme Gradient Boosting classification. Calls xgboost::xgb.train() from package xgboost.

Custom mlr3 defaults

- nrounds:
  - Actual default: no default
  - Adjusted default: 1
  - Reason for change: Without a default construction of the learner would error. Just setting a nonsense default to workaround this. nrounds needs to be tuned by the user.

- verbose:
  - Actual default: 1
  - Adjusted default: 0
  - Reason for change: Reduce verbosity.
Dictionary

This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

mlr_learners$get("classif.xgboost")
lrn("classif.xgboost")

Super classes

mlr3::Learner -> mlr3::LearnerClassif -> LearnerClassifXgboost

Methods

Public methods:

• LearnerClassifXgboost$new()
• LearnerClassifXgboost$importance()
• LearnerClassifXgboost$clone()

Method new(): Creates a new instance of this R6 class.

Usage:
LearnerClassifXgboost$new()

Method importance(): The importance scores are calculated with xgboost::xgb.importance().

Usage:
LearnerClassifXgboost$importance()

Returns: Named numeric().

Method clone(): The objects of this class are cloneable with this method.

Usage:
LearnerClassifXgboost$clone(deep = FALSE)

Arguments:

deeplWhether to make a deep clone.

References


See Also

Dictionary of Learners: mlr3::mlr_learners
Examples

```r
if (requireNamespace("xgboost")) {
  learner = mlr3::lrn("classif.xgboost")
  print(learner)

  # available parameters:
  learner$param_set$sids()
}
```

---

**mlr_learners_regr.cv_glmnet**

*GLM with Elastic Net Regularization Regression Learner*

---

**Description**

Generalized linear models with elastic net regularization. Calls `glmnet::cv.glmnet()` from package `glmnet`.

The default for hyperparameter family is changed to "gaussian".

**Dictionary**

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("regr.cv_glmnet")
lrn("regr.cv_glmnet")
```

**Super classes**

`mlr3::Learner <- mlr3::LearnerRegr -> LearnerRegrCVGlmnet`

**Methods**

**Public methods:**

- `LearnerRegrCVGlmnet$new()`
- `LearnerRegrCVGlmnet$clone()`

**Method new():** Creates a new instance of this **R6** class.

*Usage:*

```r
LearnerRegrCVGlmnet$new()
```

**Method clone():** The objects of this class are cloneable with this method.

*Usage:*

```r
LearnerRegrCVGlmnet$clone(deep = FALSE)
```

*Arguments:*

depth Whether to make a deep clone.
mlr_learners_regr.glmnet

References


See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("glmnet")) {
  learner = mlr3::lrn("regr.cv_glmnet")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_regr.glmnet**

*GLM with Elastic Net Regularization Regression Learner*

**Description**

Generalized linear models with elastic net regularization. Calls `glmnet::glmnet()` from package `glmnet`.

The default for hyperparameter family is changed to "gaussian".

Caution: This learner is different to `cv_glmnet` in that it does not use the internal optimization of lambda. The parameter needs to be tuned by the user. Essentially, one needs to tune parameter s which is used at predict-time.

See https://stackoverflow.com/questions/50995525/ for more information.

**Dictionary**

This Learner can be instantiated via the `dictionary mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("regr.glmnet")
lrn("regr.glmnet")
```

**Super classes**

`mlr3::Learner` -> `mlr3::LearnerRegr` -> `LearnerRegrGlmnet`
Methods

**Public methods:**

- LearnerRegrGlmnet$new()
- LearnerRegrGlmnet$clone()

**Method new():** Creates a new instance of this R6 class.

*Usage:*
LearnerRegrGlmnet$new()

**Method clone():** The objects of this class are cloneable with this method.

*Usage:*
LearnerRegrGlmnet$clone(deep = FALSE)

*Arguments:*
- deep Whether to make a deep clone.

References


See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("glmnet")) {
  learner = mlr3::lrn("regr.glmnet")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_regr.kknn**

*k-Nearest-Neighbor Regression Learner*

**Description**

k-Nearest-Neighbor regression. Calls `kknn::kknn()` from package `kknn`. 
Dictionary

This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

```r
mlr_learners$get("regr.kknn")
lrn("regr.kknn")
```

Super classes

```
mlr3::Learner -> mlr3::LearnerRegr -> LearnerRegrKKNN
```

Methods

**Public methods:**

- `LearnerRegrKKNN$new()`
- `LearnerRegrKKNN$clone()`

**Method new():** Creates a new instance of this R6 class.

*Usage:*

```r
LearnerRegrKKNN$new()
```

**Method clone():** The objects of this class are cloneable with this method.

*Usage:*

```r
LearnerRegrKKNN$clone(deep = FALSE)
```

*Arguments:*

- **deep** Whether to make a deep clone.

References


See Also

Dictionary of Learners: mlr3::mlr_learners
Examples

```r
if (requireNamespace("kknn")) {
  learner = mlr3::lrn("regr.kknn")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

Description

Kriging regression. Calls `DiceKriging::km()` from package `DiceKriging`.

- The predict type hyperparameter "type" defaults to "sk" (simple kriging).
- The additional hyperparameter `nugget.stability` is used to overwrite the hyperparameter `nugget` with `nugget.stability * var(y)` before training to improve the numerical stability. We recommend a value of `1e-8`.
- The additional hyperparameter `jitter` can be set to add N(0, [jitter])-distributed noise to the data before prediction to avoid perfect interpolation. We recommend a value of `1e-12`.

Dictionary

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("regr.km")
lrn("regr.km")
```

Super classes

`mlr3::Learner` <- `mlr3::LearnerRegr` <- `LearnerRegrKM`

Methods

Public methods:

- `LearnerRegrKM$new()`
- `LearnerRegrKM$clone()`

Method `new()`: Creates a new instance of this R6 class.

Usage:

```r
LearnerRegrKM$new()
```

Method `clone()`: The objects of this class are cloneable with this method.
**Usage:**

```r
LearnerRegrKM$clone(deep = FALSE)
```

**Arguments:**

- `deep`  Whether to make a deep clone.

**References**


**See Also**

Dictionary of Learners: `mlr3::mlr_learners`

**Examples**

```r
if (requireNamespace("DiceKriging")) {
  learner = mlr3::lrn("regr.km")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

---

**mlr_learners_regr.lm Linear Model Regression Learner**

**Description**

Ordinary linear regression. Calls `stats::lm()`.

**Dictionary**

This Learner can be instantiated via the dictionary `mlr_learners` or with the associated sugar function `lrn()`:

```r
mlr_learners$get("regr.lm")
lrn("regr.lm")
```

**Contrasts**

To ensure reproducibility, this learner always uses the default contrasts:

- `contr.treatment()` for unordered factors, and
- `contr.poly()` for ordered factors.

Setting the option "contrasts" does not have any effect. Instead, set the respective hyperparameter or use `mlr3pipelines` to create dummy features.
Super classes

mlr3::Learner -> mlr3::LearnerRegr -> LearnerRegrLM

Methods

Public methods:
- LearnerRegrLM$new()
- LearnerRegrLM$clone()

Method new(): Creates a new instance of this R6 class.

Usage:
LearnerRegrLM$new()

Method clone(): The objects of this class are cloneable with this method.

Usage:
LearnerRegrLM$clone(deep = FALSE)

Arguments:
deep Whether to make a deep clone.

See Also

Dictionary of Learners: mlr3::mlr_learners

Examples

```r
if (requireNamespace("stats")) {
  learner = mlr3::lrn("regr.lm")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```

mlr_learners_regr.ranger

*Ranger Regression Learner*

Description

Random regression forest. Calls *ranger::ranger()* from package *ranger*.

Dictionary

This Learner can be instantiated via the dictionary *mlr_learners* or with the associated sugar function *lrn()*:

```r
mlr_learners$get("regr.ranger")
lrn("regr.ranger")
```
Super classes

\texttt{mlr3::Learner} -> \texttt{mlr3::LearnerRegr} -> LearnerRegrRanger

Methods

Public methods:

- \texttt{LearnerRegrRanger$new()}
- \texttt{LearnerRegrRanger$importance()}
- \texttt{LearnerRegrRanger$oob_error()}
- \texttt{LearnerRegrRanger$clone()}

Method \texttt{new()}: Creates a new instance of this \texttt{R6} class.

Usage:
\texttt{LearnerRegrRanger$new()}

Method \texttt{importance()}: The importance scores are extracted from the model slot \texttt{variable.importance}. Parameter \texttt{importance.mode} must be set to \texttt{"impurity"}, \texttt{"impurity_corrected"}, or \texttt{"permutation"}

Usage:
\texttt{LearnerRegrRanger$importance()}

Returns: Named \texttt{numeric}.

Method \texttt{oob_error()}: The out-of-bag error, extracted from model slot \texttt{prediction.error}.

Usage:
\texttt{LearnerRegrRanger$oob_error()}

Returns: \texttt{numeric(1)}.

Method \texttt{clone()}: The objects of this class are cloneable with this method.

Usage:
\texttt{LearnerRegrRanger$clone(deep = FALSE)}

Arguments:

- \texttt{deep} Whether to make a deep clone.

References


See Also

Dictionary of Learners: \texttt{mlr3::mlr_learners}
Examples
if (requireNamespace("ranger")) {
    learner = mlr3::lrn("regr.ranger")
    print(learner)
    # available parameters:
    learner$param_set$ids()
}

mlr_learners_regr.svm  Support Vector Machine

Description
A learner for a regression support vector machine implemented in e1071::svm().

Dictionary
This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

mlr_learners$get("regr.svm")
lrn("regr.svm")

Super classes
mlr3::Learner -> mlr3::LearnerRegr -> LearnerRegrSVM

Methods
Public methods:
- LearnerRegrSVM$new()
- LearnerRegrSVM$clone()

Method new(): Creates a new instance of this R6 class.
Usage:
LearnerRegrSVM$new()

Method clone(): The objects of this class are cloneable with this method.
Usage:
LearnerRegrSVM$clone(deep = FALSE)
Arguments:
deep  Whether to make a deep clone.
References

See Also
Dictionary of Learners: mlr3::mlr_learners

Examples
if (requireNamespace("e1071")) {
  learner = mlr3::lrn("regr.svm")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}

---

mlr_learners_regr.xgboost

*Extreme Gradient Boosting Regression Learner*

Description
eXtreme Gradient Boosting regression. Calls xgboost::xgb.train() from package xgboost.

Custom mlr3 defaults

• nrounds:
  – Actual default: no default
  – Adjusted default: 1
  – Reason for change: Without a default construction of the learner would error. Just setting a nonsense default to workaround this. nrounds needs to be tuned by the user.

• verbose:
  – Actual default: 1
  – Adjusted default: 0
  – Reason for change: Reduce verbosity.

Dictionary
This Learner can be instantiated via the dictionary mlr_learners or with the associated sugar function lrn():

```r
mlr_learners$get("regr.xgboost")
lrn("regr.xgboost")
```
Super classes

`mlr3::Learner` -> `mlr3::LearnerRegr` -> `LearnerRegrXgboost`

Methods

Public methods:

- `LearnerRegrXgboost$new()`
- `LearnerRegrXgboost$importance()`
- `LearnerRegrXgboost$clone()`

Method `new()`: Creates a new instance of this R6 class.

Usage:

```r
LearnerRegrXgboost$new()
```

Method `importance()`: The importance scores are calculated with `xgboost::xgb.importance()`.

Usage:

```r
LearnerRegrXgboost$importance()
```

Returns: Named numeric().

Method `clone()`: The objects of this class are cloneable with this method.

Usage:

```r
LearnerRegrXgboost$clone(deep = FALSE)
```

Arguments:
- `deep` Whether to make a deep clone.

References


See Also

Dictionary of Learners: `mlr3::mlr_learners`

Examples

```r
if (requireNamespace("xgboost")) {
  learner = mlr3::lrn("regr.xgboost")
  print(learner)

  # available parameters:
  learner$param_set$ids()
}
```
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